What is so odd about odds?

Bernard Montreuil, MD; Yves Bendavid, MD; James Brophy, MD, PhD

In clinical studies, the relative likelihood of an event occurring between 2 groups is often expressed as the risk ratio (RR) or the odds ratio (OR). The RR is an intuitive parameter that is relatively easy to interpret. Quantitative interpretation of an OR is much more difficult and is often incorrectly equated to that of an RR. The problem is that OR may differ substantially from RR, especially when the outcome of interest is common in the study population. This article explains and clarifies controversial issues surrounding the use and interpretation of the OR. Theoretical concepts relating to ORs are illustrated by examples from the surgical literature. By reviewing articles from 5 surgical journals over a 5-year period, we show that the OR is often presented and misinterpreted as equivalent to the RR. When the discrepancy is large, using OR uncritically as an estimate of RR will strongly bias inferences about treatment effect or cause of disease by amplifying the apparent strength of an association between an exposure and an outcome.

Dans les études cliniques, la probabilité relative d’occurrence d’un événement entre deux groupes est souvent exprimée sous forme de risque relatif (RR) ou de coefficient de probabilité (CP). Le RR est un paramètre intuitif relativement facile à interpréter. L’interprétation quantitative d’un CP est beaucoup plus difficile et on établit souvent à tort une équivalence avec celle d’un RR. Le problème, c’est que le CP peut différer considérablement du RR, particulièrement lorsque le résultat d’intérêt est commun dans la population à l’étude. Cet article explique et clarifie les enjeux controversés qui entourent l’utilisation et l’interprétation du CP. On illustre par des exemples tirés des documents sur la chirurgie les concepts reliés au CP. En critiquant des articles de cinq journaux chirurgicaux publiés sur une période de cinq ans, nous montrons que le CP est souvent présenté et interprété à tort comme l’équivalent du RR. Lorsque l’écart est important, l’utilisation du CP qu’on a critiqué comme estimation du RR biaiserait fortement les déductions au sujet de l’effet du traitement ou de la cause d’une maladie en amplifiant la solidité apparente d’un lien entre une exposition et un résultat.

Integrating evidence-based decisions into clinical practice is a growing challenge for clinicians. Evidence-based practice involves several steps. One of these is critical appraisal of evidence in scientific publications, which requires familiarity with epidemiology and statistics. Retrieving and assessing such evidence is inseparable from the use of statistics, which many clinicians find unappealing.

In scientific research, calculation of the frequency of an appropriate measure of an outcome (disease) is the basis for comparison among groups or populations exposed to different risk factors or treatments. Such comparisons are crucial to the production of valid inferences that are eventually designated as evidence. A common and efficient way to compare groups is to combine the measurements from each group into a single summary parameter that provides an estimate of both the direction and magnitude of the association between an exposure (risk factor or treatment) and an outcome (disease).

For binary or dichotomous variables (e.g., yes or no), 3 summary parameters predominate: risk difference (RD), risk ratio or relative risk (RR) and odds ratio (OR). The OR is often difficult to interpret, particularly when the outcome under investigation is common, and for that reason, the appropriate use and interpretation of this parameter in medical and surgical reports continues to spark controversy.

We aim in this paper to explain and clarify controversial issues that surround the use and interpretation of the OR. First, using examples from
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the surgical literature, we illustrate the theoretical concepts relating to ORs and then provide simple rules to help clinicians when results are presented in the form of an OR. Next, we review articles published in 5 different journals over 5 years to illustrate how failure to consider the theory behind the OR can lead to misinterpretation of this parameter.

Scenarios

Parotid gland tumours

A recent retrospective study of patients with parotid gland tumours revealed that the baseline prevalence of Warthin’s tumour among nonsmokers was 9%. Following a comparison between this group and a group of smokers using a logistic regression model, the authors concluded that “smokers have a 40-fold greater risk than nonsmokers of developing a Warthin’s tumour (odds ratio = 39.5).” At first sight, this statement appears reasonable. However, note that (a) both risk and the OR (which are different concepts) were referred to in the same sentence and that (b) the magnitude of risk was quantified directly from the OR. Knowing that risk is classically defined as “the probability that an event will occur within a stated period of time” and that by definition the value must lie between 0 and 1 (0%–100%), interpreting the risk of a smoker developing a Warthin’s tumour as 40 times 9% appears untenable. This begs the question: What is the risk of a smoker having a Warthin’s tumour?

Inadvertent enterotomy

A study was undertaken recently to assess risk factors for inadvertent enterotomy during abdominal reoperation for adhesiotomy. A history of 2 or fewer previous laparotomies was associated with a rate of inadvertent enterotomy of 11%, whereas in patients who had undergone 3 or more previous laparotomies, this rate was 49%. Based on the results of a logistic regression analysis, the authors concluded that “three or more previous laparotomies resulted in a more than tenfold increased risk of enterotomy compared with one or two laparotomies (odds ratio 10.4).” As in the previous example, a risk of 10 times 11% is clearly nonsensical. Moreover, it is unclear why the authors did not conclude that the increase in risk would be closer to 4.5 (49%/11%).

Hernia repair

A meta-analysis of randomized controlled hernia repair trials revealed that there were fewer recurrences after mesh repair than after non-mesh repair (OR 0.43). In this report, the authors referred at different points to the “odds of recurrence” and the “risk of recurrence”; does this imply that the terms “risk” and “odds” are equivalent?

To address the issues that arise when these 3 examples are considered, the following basics concepts need to be defined.

The contingency table

Most epidemiologic data can be presented in the form of a 2-by-2 contingency table (also called a 4-fold table). The contingency table (Table 1) illustrates the relationship between 2 binary (dichotomous) variables that are applicable to 4 different types of study design, namely cohort, cross-sectional, experimental and case–control. This table has 2 rows that correspond to the 2 possible categories of the exposure variable (yes or no) and 2 columns that correspond to the 2 possible categories of the outcome (yes or no). Examples of dichotomous outcomes include the occurrence of postoperative complications such as death, myocardial infarction, stroke and wound infection.

Risk

Risk can be defined as the probability that a specific outcome or disease will develop during a specific period of time. Risk is calculated as the number of people who experienced the outcome divided by the total number of people at risk, or \( \frac{a}{a + b} \) among exposed and \( \frac{c}{c + d} \) among unexposed people. To obtain a valid estimate of risk, 2 criteria must be met. First, the numerator (a or c) must be a measure of the occurrence or acquisition of the outcome (disease) during a specific time frame, and this must be distinguished clearly from “prevalence,” which refers to the state of having a condition or disease at a given moment in time. For this reason, calculations of risk are only meaningful for data obtained from prospective studies. The second criterion is that the denominator (a + b or c + d) must represent either the entire population at risk or a representative random sample of the population. In the first of the scenarios presented, the study population selection was based on the presentation of a parotid gland tumour. Therefore, the authors compared the prevalence of Warthin’s tumours between smokers and nonsmokers who had a parotid gland tumour, rather than quantifying the risk of such a tumour developing. In the second and third scenarios, the study population was selected before the development of the outcome under investigation; therefore, risk could be calculated.

Risk ratio (RR)

The RR is defined as the ratio of risk in an exposed group relative to risk in an unexposed group, or \( \frac{a/(a + b)}{c/(c + d)} \). Therefore,
when RR is greater than 1, the exposure variable increases the risk of the outcome developing, whereas the exposure variable has a protective effect when RR is less than 1. The RR is an intuitive parameter that is relatively easy to interpret. As an example, for RR = X, the outcome is X times more frequent among exposed patients than unexposed patients.

### Odds

The odds of an outcome can be defined as the risk or probability that the outcome occurs over the probability that it does not, or odds = risk/(1 – risk). Thus, if the value of the risk is low, the denominator (1 – risk) will not diverge significantly from 1, and the odds will closely approximate the corresponding risk (i.e., odds = risk). However, the discrepancy between risk and odds increases as the value of the risk gets closer to 1, because the denominator gets closer to 0 (Table 2). Therefore, contrary to the value of risk, which must lie between 0 and 1 (0%–100%), the odds value is between 0 and infinity.

One can calculate the odds of an outcome in the exposed group as: \( \text{Odds} = \frac{\text{Risk}}{1 - \text{Risk}} = \frac{a/(a + b)}{b/(a + b)} \). Cancelling out \((a + b)\), which is present in both the numerator and denominator, the odds can simply be calculated as \(a/b\), or the number of patients who experienced the outcome relative to the number of patients who did not. The important point here is that risk need not to be known to calculate the odds of an occurrence. We will return to this point later.

The distinction between odds and risk is illustrated by the following example. When flipping a coin, there is an equal risk (or a probability of 50% or 0.5) that the coin will land with either the “heads” or the “tails” side face-up. However, the odds of the coin landing heads-up versus tails-up is 1 to 1. Similarly, the probability of a dice landing with the number 6 face-up is 1 in 6 or 0.17. However, this corresponds to odds of 1 (the number of faces on the dice with the number 6) to 5 (the number of faces that have a number other than 6).

### Odds ratio (OR)

The OR represents the odds of an outcome among exposed people relative to the odds of the same outcome in unexposed people, or \( \frac{a/b}{c/d} = \frac{ad}{bc} \). This definition is deceptively simple, but quantitative interpretation of the OR is much more difficult than interpreting risk. Moreover, the value of the OR diverges from that of the RR as the baseline risk increases (Fig. 1), as is the case for the divergence between odds and risk. The salient point is that the OR is quantitatively different from the RR, and this difference increases as the baseline risk of an outcome increases or the OR (or RR) diverges from the null value (which is 1), or both. Thus, when RR is greater than 1, the OR tends to be an overestimate of the RR, and this discrepancy is accentuated as the OR or the baseline risk, or both, increases. When RR is less than 1, the OR tends to be an underestimate of the RR, and this discrepancy is accentuated as the OR decreases or the baseline risk, or both, increases. These observations illustrate the point that, compared with the RR, the OR seems to exaggerate the apparent strength of an association (positive or negative) between exposure and outcome. It should be emphasized, however, that the OR in itself does not over- or underexaggerate anything; it is merely a distinct measure of the magnitude of an effect.

A noteworthy problem that arises in the literature is that the OR is often presented and interpreted as equivalent to the RR. In the first and second of the scenarios we have presented, the baseline risk of the outcome in unexposed patients was relatively high, and the OR diverged from the RR.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Comparison of risks and odds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk</td>
<td>Odds (risk/1 – risk)</td>
</tr>
<tr>
<td>0.1</td>
<td>0.11</td>
</tr>
<tr>
<td>0.3</td>
<td>0.43</td>
</tr>
<tr>
<td>0.5</td>
<td>0.50</td>
</tr>
<tr>
<td>0.7</td>
<td>1.30</td>
</tr>
<tr>
<td>0.9</td>
<td>1.90</td>
</tr>
<tr>
<td>0.95</td>
<td>1.95</td>
</tr>
<tr>
<td>0.97</td>
<td>1.97</td>
</tr>
<tr>
<td>0.99</td>
<td>1.99</td>
</tr>
</tbody>
</table>

FIG. 1. The relationship between relative risk (RR) and odds ratio (OR) by incidence of the outcome among unexposed (Po) people. RR = OR/(1 – Po) + (Po × OR).
substantially from the null value. In such cases, a significant discrepancy between the OR and the corresponding RR should be suspected, and such a discrepancy would explain the apparently senseless conclusion of the authors. This can be illustrated by entering the data from the second scenario into a 2-by-2 table (Table 3).

The data can be used to calculate the OR and the RR, as follows: OR = ad/bc = (29 × 188)/(30 × 23) = 7.9; RR = [a/(a + b)]/[c/(c + d)] = [29/(29 + 30)]/[23/(23 + 188)] = 4.5.

The OR of 7.9 is slightly different from the OR of 10.4 that was reported in the abstract of the original paper because the former is a “crude” value whereas the latter is the adjusted value. Nevertheless, this example illustrates that for common outcomes, the value of the OR and the RR can be substantially different. This discrepancy is even more dramatically exemplified by analyzing the data from the first scenario: the crude OR is 41.0 whereas the crude RR is 8.8.

Why bother with odds ratios?

Although a full discussion of the mathematical properties of the OR is beyond the scope of this paper, the OR has unique features that make it a very powerful and convenient statistical parameter in many situations, as in the following examples.

The rare disease assumption

As mentioned earlier, when the probability of an outcome is low (e.g., a disease is rare) in 2 groups that are being compared, the OR provides a good approximation of the RR. In the third of the scenarios we have presented, the pooled risk of recurrence of hernia after non-mesh repair was approximately 5%. Is this value a sufficiently rare outcome to ensure that the OR and the RR do not diverge? To determine this, the pooled data from this study can be entered into a contingency table (Table 4).

The OR and the RR can be calculated as follows: OR = ad/bc = (88 × 3608)/(4338 × 187) = 0.39; RR = [88/(88 + 4338)]/[187/(187 + 3608)] = 0.40.

Clearly, the OR and the RR are very similar. Therefore, although the OR deviates slightly more from 1 than the RR, the clinical relevance of the difference between the OR and RR is likely negligible.

Study design

Risk calculations are only meaningful for prospectively designed studies such as cohort studies and randomized clinical trials. At its simplest, the odds can be defined as the number of patients who experience an outcome relative to the number of patients who do not. Because a measure of risk need not be obtained to calculate the odds, the use of the OR can be extended beyond prospective studies to ones that do not involve the passage of time, such as cross-sectional and case–control studies. Moreover, if the rare disease assumption applies (that is, if the disease is known to be rare within the study population), the OR will closely approximate the RR. Therefore, an advantage of the OR is that this value can be used to estimate the RR in the absence of a measure of risk.

The property of inversion

In a case–control study, cases and control subjects are selected on the basis of whether they do (cases) or do not (controls) have a particular disease or outcome. A comparison is then made with respect to the frequency of an exposure whose potential etiologic role is being evaluated. For example, Ruano-Ravina and colleagues examined the association between red wine consumption and lung cancer in 132 patients with lung cancer (cases) and 187 patients without lung cancer (controls).

As shown in Table 5, the odds of red wine consumption among cases (47/85) relative to the controls (101/86) yields an OR of (47/85)/(101/86) = 0.46. This means that the odds of being a red wine drinker if one has lung cancer are approximately half the odds of being a red wine drinker if one does not have lung cancer. What is computed as an OR is in fact the ratio of the odds of exposure, rather than the odds of the outcome.

However, clinicians are interested in knowing whether a risk factor changes the likelihood of disease developing, not the opposite. Because the numbers of cases and controls are fixed by design, the risk of lung cancer developing is unknown. For-
fortunately, a unique feature of the OR is that it is invariant to reversal of the orientation of the contingency table, a property that is not shared by the RR.\textsuperscript{8,9} In fact, the OR for exposure \([a/c]/[b/d]\) is mathematically equivalent to the OR for the outcome \([a/c]/[d/b]\). Therefore, the computed OR (0.46) also represents the ratio of odds of having lung cancer in red wine drinkers compared with non-drinkers. Moreover, if the rare disease assumption applies, the OR will represent a good approximation of the RR.

Now consider a new medication that was shown to reduce the rate of a specific postoperative complication by half (from 4% to 2%) in a randomized clinical trial. The RR in this case is 0.5. An alternative way in which the results might be examined would involve calculation of the rate of uncomplicated postoperative outcome, which is 98% and 96% in the treated and untreated group, respectively. The corresponding RR is 0.98/0.96 = 1.02. It is likely that the authors would choose to report the RR as 0.5 instead of 1.02. This hypothetical scenario illustrates the fact that the RR behaves such that relatively small changes in the probability of a common event can be associated with relatively large changes in the probability of the counterpart nonevent. A reader’s perception of the magnitude of a treatment effect may therefore be affected by the arbitrary use of the rate of success versus the rate of failure as the summary measure of the outcome. This problem does not arise when the OR is used because, contrary to the RR, the OR takes into account both the event and the nonevent in a symmetric manner. This is because the OR of an event is equal to \([1/(OR of the nonevent)]\). Therefore, in the example, the OR of a postoperative complication = \((2%/98%)/(4%/96%) = 0.49\) and the OR of uncomplicated postoperative outcome = \(1/0.49 = 2.04\). This symmetric deviation around the null value of 1 generates no ambiguity with regard to the choice of which outcome to report.

**Covariate adjustment**

Studies are normally designed to document an association between an exposure and an outcome, both of which are variables. Let us suppose that a third variable is associated with the exposure and independently affects the risk of the outcome developing; such a variable is referred to as a confounding variable. If the confounding variable is not distributed equally between exposed and unexposed subjects, the perceived association between exposure and outcome can be distorted. Covariates such as age, gender, socioeconomic status and comorbidity are often identified as potential confounding variables. Such variables are usually not an issue in randomized clinical trials because patients are assigned randomly to treatment groups to ensure an equal distribution of both known and unknown confounding variables among groups. However, in observational studies, such as cohort, cross-sectional and case–control studies, unequal distribution of potential confounding variables requires adjustment during the analysis of data. Several methods are used to achieve this, the most popular of which is multivariate analysis. When the outcome is binary or dichotomous in nature, multiple logistic regression analysis is the method of choice.\textsuperscript{20} Assuming that all confounding variables are known and measurable, this statistical tool allows the generation of an unbiased estimated size of an effect that is applicable to both retrospective and prospective study designs. However, logistic regression yields an OR rather than a RR, even when applied to prospective study designs.

**Meta-analysis**

In recent years, the amount of data available in the scientific literature (particularly data from randomized clinical trials) has increased markedly. This has required the development of new tools to analyze data from multiple studies. Methods of analysis that involve the combination of RR values from several different studies into a single RR are complex and difficult to apply. Historically, when ORs came into use, the analogy between combining subgroups in case–control studies and combining results from several studies was soon recognized. This led to the development of meta-analytic techniques such as the Mantel–Haenszel and the Peto methods, which allowed results from several randomized clinical trials to be combined into a single estimate of the magnitude of an effect.\textsuperscript{21} However, these methods yield a summary OR rather than an RR.

**Interpreting results**

Up to this point, the relationship between the OR and the RR has been illustrated by means of contingency tables. This process is time-consuming and, more importantly, yields unadjusted or “crude” values for RR and OR, which may differ significantly from the adjusted or unbiased value. The need for a simple method to quickly approximate the RR based on the adjusted OR was recognized by Zhang and Yu,\textsuperscript{22} who developed a method to calculate an “estimated RR” based on the OR (either the crude or the adjusted value) and the risk of an outcome in unexposed or untreated subjects (\(P_0\). Their method can be applied to data from cohort, cross-sectional and randomized studies, and with univariate and multivariate analysis, and provides a good approximation of the true value of RR (Appendix 1\textsuperscript{22,23}): \(RR = OR/[(1 - P_0) + (P_0 \times OR)]\).

This equation above allows several rules to be defined that can be used to alert a reader to the possibility that there might be a significant discrepancy between the OR and the RR.

- When the OR is smaller than 1,
the RR cannot be underestimated by a percentage greater than $P_0$.  

- When OR is greater than 1, the value of the OR cannot be more than double the value of the RR as long as $P_0 \times OR$ is less than 1. As a rule of thumb (the so-called “rule of 5”), if the OR is less than 5 and the $P_0$ less than 5% then the OR will never overestimate the RR by more than 20%.

- In general, the OR likely will differ significantly from the RR if the incidence of the outcome in unexposed subjects exceeds 10% (i.e., the outcome is common) and the OR is greater than 2.5 or smaller than 0.5.

### Misrepresentation of odds

To evaluate the practical importance of the theoretical considerations of the OR, we reviewed all articles published in 5 surgical journals (Annals of Surgery, Archives of Surgery, British Journal of Surgery, Canadian Journal of Surgery, and Journal of the American College of Surgeons) during a 5-year period (January 1999 to January 2004) and identified reports that contained (in part or entirely) results presented as an OR in the abstract section. Such reports were classified according to the study type as case–control, cohort, cross-sectional, randomized clinical trial or meta-analysis. For each report (except case–control studies), we calculated the estimated RR from the OR and the corresponding $P_0$ (when available) using the method of Zhang and Yu (Appendix 1). The discrepancy between each OR and its corresponding estimated RR was calculated as follows: Discrepancy = $100\% \times (OR - \text{estimated RR})/OR$.

In addition, each report was reviewed to evaluate the authors' interpretation of the OR.

A total of 84 articles that contained 239 OR values were identified (in the abstract only). There were 13 (15.5%) meta-analyses, 62 (73.8%) prospective studies, 4 (4.8%) cross-sectional studies and 5 (5.9%) randomized studies. Logistic regression was used in 64 (76.2%) of the studies. The reports contained sufficient information to generate an estimated RR for 157 (65.7%) of the 239 OR values. The result of this analysis is illustrated in Fig. 2. For 32% of the OR values, the discrepancy between the OR and the RR was greater than 25%, while the discrepancy was greater than 50% for 14% of the OR values. Furthermore, there was erroneous quantitative interpretation of data by confusing risk and odds (i.e., OR = $X$, therefore the risk is $X$ times...
In this subgroup, the discrepancy between the OR and the RR was greater than 25% for 38.5% of the OR values and greater than 50% for 27% of the OR values. In 15 reports (18%), the authors referred to increased or decreased risk by referring to the OR without directly quantifying risk. In only 7 articles (8.3%) did we observe a statement such as “the odds ... are X times greater (OR:X)”, which constitutes an accurate interpretation of the OR. We did not find any report in which the fact that the OR represents an approximation of the RR was explained or discussed. None of the reports made reference to the rare disease assumption.

In light of these results, one might argue that the qualitative interpretation of most study results is rarely compromised by the divergence between the RR and the OR, because such divergence is substantial only for large effects on groups at high initial risk (\(P_0\)). In most cases, it would appear that the validity of an existing association between an exposure (or treatment) and an outcome cannot be disputed. For clinicians, however, an accurate assessment of the impact of the results of a study on their practice requires that data are interpreted correctly without any form of bias; in other words, quantitative interpretation of results is as important as qualitative interpretation when judging the clinical impact of a study. In addition, it has been shown that relative measures such as the RR or the OR exert a greater influence on a reader’s perception of treatment efficacy than when the same results are presented as absolute changes.

Recently, more emphasis has been placed on understanding and using measures of effect that accurately represent the impact of the results of studies on clinical practice. To this end, concepts such as absolute risk reduction and the number needed to treat (NNT) are useful. The NNT is a simple and clinically useful tool that by definition represents the number of patients who would need to be treated to prevent a specific outcome in a single patient. This is defined mathematically as \(\text{NNT} = \frac{1}{\text{absolute risk reduction}}\). Evidence-based medical recommendations are often based on the determination of a threshold NNT that takes into account the costs and relative benefits of a treatment. If the risk for an untreated patient is substantial and the estimated NNT is below the threshold, the recommendation would be to initiate treatment of the affected patients. Unfortunately, the NNT is not always stated in papers. Moreover, for clinicians to calculate an NNT that is relevant to their own practice, the baseline risk and the absolute risk reduction of the study population must be assumed to be transposable to the clinicians’ own patient populations. Otherwise, it is reasonable to estimate the anticipated absolute risk reduction (and therefore the NNT) from the known baseline risk of a specific population (\(P_0\)) and a relative (and therefore more generalizable) measure of effect such as the relative risk reduction, or the RR. Thus, the anticipated absolute risk reduction = \(P_0 - (P_0 \times \text{RR})\). However, as demonstrated in Fig. 3, erroneously interpreting the OR as the RR results in an unnecessary and systematic overestimation of the absolute risk reduction and an underestimation of the NNT.

**Conclusions**

Evidence-based practice requires unbiased data interpretation. Therefore,
clinicians should understand and interpret statistical concepts such as the RR and the OR because these are the summary parameters upon which many clinical and public health decisions are based. It is therefore crucial that a culture of statistical literacy be promoted to empower clinicians to develop independent and critical views about the interpretation of data and results presented in scientific reports.

In this paper, our goal was to clarify some of the misunderstandings that surround odds and the OR, which is regarded by some to be an “odd” summary parameter. The OR has unique mathematical properties that explain why it is a popular statistical tool and why its interpretation can be confusing (Box 1). We showed that in the surgical literature, the OR is misinterpreted frequently as being equivalent to the RR. Because clinical decisions are often based on risk assessments, there is a danger that the OR may be misinterpreted such that the apparent strength of an association (positive or negative) between exposure (or treatment) and outcome is amplified. We believe that the RR should not be directly equated to the OR. In addition, to provide an unbiased appreciation of the estimated risk, it is recommended that the value of the OR be corrected when the incidence of the outcome in unexposed subjects exceeds 10%, if the OR is greater than 2.5 or less than 0.5.22
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Box 1: To use or not to use odds ratios (ORs)

Reasons to use ORs

For rare outcomes, OR is a good approximation of RR
ORs can be used for all study designs
Covariate adjustment is easy
Exposure OR is equivalent to outcome OR
ORs account for both event and non-event symmetrically
ORs allow easy combination of multiple study results (meta-analysis)

Reasons not to use ORs

OR is difficult to comprehend
In some situations, OR is very dissimilar to RR
ORs cannot be used to calculate the number needed to treat
Appendix 1: Assessing the discrepancy between the odds ratio (OR) and the relative risk (RR)

Equation 1

An "estimated" RR can be calculated from an OR using the method of Zhang and Yu,\textsuperscript{22} as follows:

\[ P_0 \text{ (risk of outcome in unexposed)} = \frac{c}{c + d}, \quad 1 - P_0 = \frac{d}{c + d} \]

\[ P_1 \text{ (risk of outcome in exposed)} = \frac{a}{a + b}, \quad 1 - P_1 = \frac{b}{a + b} \]

\[ \text{RR} = \frac{\frac{a}{a + b}}{\frac{c}{c + d}} \]

\[ \text{OR} = \frac{ad}{bc} = \frac{\frac{d}{c + d}}{\frac{b}{a + b}} \times \frac{\frac{a}{a + b}}{\frac{c}{c + d}} \]

Therefore:

\[ \text{RR} = \frac{\text{OR}}{(1 - \text{P}_0) + (\text{P}_0 \times \text{OR})} \]

In Equation 1, the denominator represents the discrepancy between the OR and the RR. If we focus on the denominator, we can conclude that:

1. The closer the risk of outcome in the unexposed population (P\textsubscript{0}) gets to 0, the closer the denominator gets to 1, and thus OR tends to better approximate RR. This is essentially the rare disease assumption (see text): when an outcome is rare, the OR is a good approximation of the RR.\textsuperscript{28}

2. The closer P\textsubscript{0} gets to 1, the closer RR gets to 1, regardless of the value of OR. This means that as the risk of outcome in the unexposed population (P\textsubscript{0}) increases, so does the discrepancy between RR and OR.\textsuperscript{28}

3. If OR = 1 (null value), RR will also be equal to 1 regardless of the value of P\textsubscript{0}.

Equation 2

The value of OR can be expressed as a proportion of the RR by rearranging Equation 1 as follows:

\[ \text{OR} = \text{RR} \times \left(1 - \text{P}_0\right) + (\text{P}_0 \times \text{OR}) \]

From Equation 2, we can conclude that:

4. If OR is less than 1, the OR cannot underestimate the RR by a percentage more than P\textsubscript{0}. This can be explained by the fact that the numerical value \((P_0 - P_0 \times \text{OR})\) cannot be more than P\textsubscript{0}.

5. If OR is more than 1, the discrepancy between the OR and the RR is given by \(-P_0 + (P_0 \times \text{OR})\); therefore, if \(P_0 \times \text{OR}\) is less than 1, the OR cannot be more than double the value of the RR.\textsuperscript{28} As a rule of thumb (the so-called “rule of 5”), if OR is less than 5 and P\textsubscript{0} is less than 5%, the OR will never overestimate the RR by more than 20%.